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| Q.No. | Questions COs, RBI | A

| level [

'Ol | What do you understand by noizz in data? How it affects the results? | COL. LI 2

' Q27| Differentiate between Multi-class and multi-label classification. coz 14 ﬁi 2
03 Explain Artificial Neural Networks in detail. Also explain the three | CO'.12 14

activation functions used in Neural Networks.

i

,‘r_'54 ildenlit}f the first splitting attribute for decision tree hy nsing N2 | EOSLE
Lalgoritam for the followingdataset. | - !
7/// - | Major Iixperience Tie Hired? ' |
i CS programming pretty . NO '
| | CS programming pretty NO
| [CS management pretty YES |
| |CS management + | ugly YES 1
busingss - programming pretty YES~: |
business programming = | ugly YES © |'
business management pretty NO
business management pretty NO
@5 | Compare and contrast KNN and K-means Clustering. CO2 14
| Q6 a) Describe Support Vector Machine Classification in Machine | CO3. 12
' Learning. CO6. L
h) Consider a fictional dataset that describes the weather conditions for

playing a game of golf. Given the weather conditions, each
classifies the conditions as fit(*Yes™) or unfit(*No”) for playing




Outlook | Temperature | Humidity | Windy E':ﬁ.

—_ 0 _Rainy' | Hot High FALSE | No-
| U | Rainy | Hot High | TRUE | No, |
, I Overcast | Hot | High FALSE | Ye¢
3R 1:;111\» Mild High FALSE | Yes

| 4 [ %ony | Cool | Normal |FALSE | Yes
] Sanny Cool Normal | TRUE | Mo
. _:G“_ _| Ovarcast Cool Normal | TRUE | Yes |

Il R\ | Rily Mild High. | FALSE | Mo-

| 8 RJM ~__Cool Normal | FALSE | Yes'
9\ | Sunby | Mild Normal | FALSE | Ves
L JE‘__,. ~Rainy - Mild Normal | TRUE \'-.;‘Ej
11\ Overcast ~ Mild High TRUE | ¥es

S 10\‘crcml‘ Hot Normal | FALSE | Yes

L Sunny Mild High TRUE | No
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_fgg*!\. Su E‘nis{d Jc.zmmg Unsupervised Iem‘mng,, Deep Learning, Vlsuall sation techmqucs.

Rca.m.mze and fo. nmhzn a mk as a m.u.hu-e learning problem.

L f{.__ _l_m.nu& qunah_ *g_l_gonlhn s to tackle d:ﬂ'erent machine learning problems.

S

_Apply machine learning algorithms to real datasets.

6. alake poweriul and accurate predictions.
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Q. No. Questions COs, Waris |
RBT
level
i Q! Define the usage of traj n_test_split() function, ColL L1 |2
Q}/ Examine the formula for distance of 3 points (x4, ¥;) from a line CO4, L5 2
ax+by+c=0 and find the distance of the points (-5, -7) from the line :
3x-4y-56=0. 3 -
Q3 Discuss atleast four evaluation metrics for regression. COl. L3 |4 _‘
—___':__T__‘_——-——_— e
Qj Explain Linear Regre.ssmn and obtain the regression equation of Y CO2,L2 |4
on X from the following;
1 2 l 4 l 6 _ '.
|
3 7 5 \
TQE/ Differentiate  amongst Supervised,  Unsupervised and | COl, L4 [a
Reinforcement Learning with suitable examples,
Qﬁr Analyzg the appl‘ication‘ of linear regression and determine the | CO3, L4 g
regression coefficients using the provided data '
Y 9 10 13
X1 ! 3 4
X2 10 14 l 15

Course Outcomes (CO)Students will be able to:
- pPely Supervised Learing, Unsuperwseq learim S Dee Learning, Visualization techniques.
Recognize and formalize a task as a machine lemgpmblem_\
Interpret and present the predicted mod.e'l. ‘
Identify suitable algorithms to tackle different machine learnin
Apply machine learning algorithms to real datasets.
Make powerful and accurate predictions.
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NOTE:

1) Parts A and B are compulsory.
2) Part-C has Two Questions Q8 and Q9. Both are compulsory, but with internal choice.
3) Any missing data may be assumed appropriately.

Part- A [Marks: 02 each]

Q1.

a) Define Machine Learning (ML) and its significance in modern technology.
b) What distinguishes regression from classification in the context of ML?

c) Define overfitting and underfitting and its impact on model performance.
d) What is a perceptron?

e) Define clustering in ML and give an example of its application.

f) Define Fuzzy Logic and explain its significance in ML.

Part - B [Marks: 04 each|

Q2. A real estate company needs to predict house prices based on features like bedrooms,
size, location, and age. They have historical data available. Elaborate on which
regression model would you choose and why?

Q3. A company aims to recognize handwritten digits (0-9) from scanned documents using
a labelled dataset. Which neural network would you choose and why? Also, elaborate
on the network architecture and training process.

Q4. Compare and contrast Supervised Learning vs. Unsupervised Learning by outlining

their goals, methodologies, and use cases.
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Q5.

Q6.
Q7.

Q8.

Q9.

Analyze the impact of choosing different types of membership functions on the
performance of a Fuzzy Logic system.
Elaborate in detail the steps involved in the F uzzification process in Fuzzy Logic.

Compare and contrast the K-means and hierarchical clustering algorithms, discussing

their advantages and disadvantages.
Part - C [Marks: 12 each]

Explain the concept of ML and how it differs from traditional programming. Discuss
the various applications of ML across different domains and elaborate on why ML is
considered the future of many industries.
OR
Elaborate on the steps involved in the hierarchical clustering process, using AGNES
and DIANA as examples. Provide a detailed comparison between the two methods.
An email service provider aims to develop a robust spam detection system using a
labeled dataset of spam and non-spam emails. Discuss in detail the selection of a
classification technique for this task. Explain your data preprocessing steps, model
training, and evaluation metrics. Describe how you would handle high-dimensional
data and any potential challenges in implementing the spam detection system.
OR
Explore the concept of fuzzy set theory in depth, explaining how it differs from
traditional theory and its significance in handling uncertainty in data. Provide examples

illustrating the representation of fuzzy sets and discuss the process of fuzzification,

including linguistic variables and fuzzy membership functions.
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